We showed how using vectorization in R can vastly speed up fuzzy matching. Here, we will show you how to use R’s vectorization functionality to efficiently build a [logistic regression](https://en.wikipedia.org/wiki/Logistic_regression) model. Now we could just use the caret or stats packages to create a model, but building algorithms from scratch is a great way to develop a better understanding of how they work under the hood.

In writing the logistic regression algorithm from scratch, we will consider the following definitions and assumptions:

**x** = A dxn matrix of *d* predictor variables, where each column xi represents the vector of predictors corresponding to one data point (with *n* such columns i.e. *n* data points)

d = The number of predictor variables (i.e. the number of dimensions)

n = The number of data points

**y** = A vector of labels i.e. yi equals the label associated with xi; in our case we’ll assume y = 1 or -1

**Θ** = The vector of coefficients, Θ1, Θ2…Θd trained via gradient descent. These correspond to x1, x2…xd

α = Step size, controls the rate of gradient descent

Logistic regression, being a binary classification algorithm, outputs a probability between 0 and 1 of a given data point being associated with a positive label. This probability is given by the equation below:
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Recall that <**Θ**, x> refers to the [dot product](https://en.wikipedia.org/wiki/Dot_product) of **Θ** and **x**.

In order to calculate the above formula, we need to know the value of **Θ**. Logistic regression uses a method called [gradient descent](https://en.wikipedia.org/wiki/Gradient_descent) to learn the value of **Θ**. There are a few variations of gradient descent, but the variation we will use here is based upon the following update formula for Θj:
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This formula updates the jth element of the **Θ** vector. Logistic regression models run this gradient descent update of **Θ** until either 1) a maximum number of iterations has been reached or 2) the difference between the current update of **Θ** and the previous value is below a set threshold. To run this update of theta, we’re going to write the following function, which we’ll break down further along in the post. This function will update the entire **Θ** vector in one function call i.e. *all j elements* of **Θ**.

# function to update theta via gradient descent

update\_theta <- function(theta\_arg,n,x,y,d,alpha)

{

# calculate numerator of the derivative

numerator <- t(replicate(d , y)) \* x

# perform element-wise multiplication between theta and x,

# prior to getting their dot product

theta\_x\_prod <- t(replicate(n,theta\_arg)) \* t(x)

dotprod <- rowSums(theta\_x\_prod)

denominator <- 1 + exp(-y \* dotprod)

# cast the denominator as a matrix

denominator <- t(replicate(d,denominator))

# final step, get new theta result based off update formula

theta\_arg <- theta\_arg - alpha \* rowSums(numerator / denominator)

return(theta\_arg)

}

**Simplifying the update formula**

To simplify the update formula for Θj, we need to calculate the [derivative](http://mathworld.wolfram.com/Derivative.html) in the formula above.

Let’s suppose z = (yi)(<**Θ**, xi>). We’ll abbreviate the summation of 1 to n by simply using Σ.

Then, calculating the derivative gives us the following:

Σ (1 / exp(1 + z)) \* exp(z) \* xiyi

= Σ (exp(z) / exp(1 + z)) \* xiyi

Since exp(z) / (1 + exp(z)) is a known identity for 1 / (1 + exp(-z)), we can substitute above to get:

Σ 1 / (1 + exp(-z)) \* xiyi

= Σ xiyi / (1 + exp(-z))

Now, substituting (yi)(<**Θ**, xi>) back for z:

= Σ xiyi / (1 + exp(-(yi)(<**Θ**, xi>)))

Plugging this derivative result into the rest of the update formula, the below expression tells us how to update Θj:

Θj ← Θj – αΣ xiyi / (1 + exp(-(yi)(<**Θ**, xi>)))

To convert this math into R code, we’ll split up the formula above into three main steps:

 Calculate the numerator: xiyi

 Calculate the denominator: (1 + exp(-(yi)(<**Θ**, xi>)))

 Plug the results from first two steps back into the formula above

The idea to keep in mind throughout this post is that we’re not going to use a for loop to update each jth element of **Θ**. Instead, we’re going to use vectorization to update the entire **Θ** vector at once via element-wise matrix multiplication. This will vastly speed up the gradient descent implementation.

**Step 1) Calculating the numerator**

In the numerator of the derivative, we have the summation of 1 to n of yi times xi. Effectively, this means we have to calculate the following:

**y1x1** + **y2x2**…+**ynxn**

This calculation needs to be done for all j elements in **Θ** to fully update the vector. So, we actually need to run the following calculations:

**y1x1,1** + **y2x1,2**…+**ynx1,n**

**y1x2,1** + **y2x2,2**…+**ynx2,n**

…

**y1xd,1** + **y2xd,2**…+**ynxd,n**

Since **y** is a vector, or put another way, is an nx1 matrix, and **x** is a dxn matrix, where d is the number of predictor variables i.e. **x1, x2, x3…xd**, and n is the number of labels (how many predicted values we have), then we can compute the above calculations by creating a dxn matrix where each row is a duplicate of **y**. This way we have d duplicates of **y**. Each ith element of **x** (i.e. xi) corresponds to the ith *column* of **x**. So xj,i refers to the element in the jth row and ith column of **x**.
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In the above expression, instead of doing traditional matrix multiplication, we are going to do element-wise multiplication i.e. the jth, ith element of the resultant matrix will equal the jth, ith elements of each matrix multiplied by each other. This can be done in one line of R code, like below:

# calculate numerator of the derivative of the loss function

numerator <- t(replicate(d , y)) \* x

Initially we create a matrix where each column is equal to y1, y2,…yn. This is **replicate(d, y)**. We then transpose this so that we can perform the element-wise multiplication described above. This element-wise multiplication gets us the following dxn matrix result:
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Notice how the sum of each jth row corresponds to the each calculation above i.e. the sum of row 1 is Σxiyi for j = 1, the sum of row 2 is Σxiyi for j = 2…the sum of row d is Σxiyi for j = d. Rather then using slower for loops, this allows us to calculate the numerator of the derivative given above for each element (Θj) in **Θ** using vectorization. We’ll postpone doing the summation until after we’ve calculated the denominator piece of the derivative.

**Step 2) Calculating the denominator**

To evaluate the denominator of our formula, we need to first calculate the dot product of **Θ** and **x**. We do this similarly to our numerator calculation:

theta\_x\_prod <- t(replicate(n,theta\_arg)) \* t(x)

dotprod <- rowSums(theta\_x\_prod)

The above code corresponds to the math below:

**t(replicate(n,theta\_arg))**
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**t(x)**

![x transpose logisitic regression](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMIAAABuCAMAAABC4TyWAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///8AAADDw8OioqJHR0fs7OwrKyvQ0NCJiYkRERFpaWlXV1fd3d21tbV6enqOsffCAAADrUlEQVR4nO2ai26EIBBFeSMP/f/P7SCKuF0QVmtbMydp0m6WgQsMOrcQgiAIgiAIgiAI0oFWdCCEG9fRZqLKEymobm8C3xahM9M9wGOcdIaMtqcJ55pyIjoEgGrNqfZC9g2ueUSUd4dWwvLOJp5Ofaq7Yhvf28bSqbsfRcfuNq2kPOAqafG2urf4kgdcUOrWJWSiujIu5oG2ipo0AVmXJ+AmxmZO0eUjOYiQ5EWkovNomWGE0SjWw9BYpY02UfYAgx6Wb2ZdnkGLZUq5ZGs8PxJRk+BYdoKp+CvTpCZBKkbTIrF1EbcuT6CF1HTQNkbePq9JgFR2Rto4DL9t8YoECalshIybbtyC511SGv6Gs3eoboHXyEbpkJzxSGqTMHegjYlzKtWWAGUJwowhgUJn0AtVSfV5CXtaVyEjV1DdSLtGPK3cFRspp1/CTkGbBB+OoDTNV0sY5skR4cTzqulxF4RKWPq5IWt6WAxKkrAKjMrU5VUMNMCIsGFbAuKwCV+/B4cNm38/XjvtYi4w6lOXV6P6Q3rT//LDj2foU3jvyw8JL3H9bdwPvfIhCIIgyL8HfaRW0Ec6jP1EH0kOudfzhjc+UjBhVG1p7vWRotdTHs87H0lYKR0tD+hmH2keZkXCOx8pMJYPqV/wkWBxijNa8pGIVaUmv+EjaVWa0LKPxFXpZPsNH6msYE+bgtdGd/hIP6jgJh9JwklDxobVzHwkFlyM6dj9uMlHso2eUO4jqUZPCH2kptDoIyEIgiD/GqjZxmCr9DzQ/pYJ462EqmvqeiL/PRPGUr7YSOkeiJxUdj3kDasJw5yhy3v5vqz/zmrC5LHH0PyDF5pXoJiKfWz3QGJZX7vCsJgwsBpexeZ5Wf+WxYTJY0fL4KwAmL4lD17vgdTSg2d5MG37m9XSw2V5kMUeLkgPt7kRmQTtbHkjrSbMjEq7Z6xdGVhNmH1sydX5mocP2/RsEqAsqQwnN2HS3atdWf+NzITJYkPN4067lJDKnLKlSMg30ljOzdyEyW+PZWX9KzsTJo/tbTJ7PnMwWDgbYFssEVcJMoxOFMqqnQmzKdiX9S9kJkweW8swhHXerjFhgpRBwamh4afB+R3CUNRsGaxl/WEna2z4LpTp0vab0uXYS80PEiBuNRdW/NyEhtMxlfVHpNiQGqO6Ihe+Yz9YxZssg9bQXf/xidxlGSAI0kfpkVbjg2cR+wEvdeUBEhAEeQwPOJEeIAFBkMgD0vkBEhAEQRAEQRAE6eULkE4awG/QhpwAAAAASUVORK5CYII=)

Thus, **theta\_x\_prod** equals:

![x times theta logistic regression](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAScAAAB8CAMAAAAcuobzAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///8AAACGhoZHR0fDw8Ourq7s7OzQ0NARERHd3d0jIyNpaWk0NDRXV1eYmJj7x/btAAAFRElEQVR4nO2bi5KiMBBFE/IO4P9/7uYJARNEjZTj3lO16wymmuam6UTvQAgAAAAAAAAAAAAAAAAAsMOMmtJZfFUkOVhKp1uHSN1QmhliGH3/8vpFkpPlTis6vh2pH9ZK97+01HxPpJEq/zJ3kLwXgg7h9ZZevyGSpCy8Kjq9GekZBmoNkSxOUeVdHl55yu0AZb0CQs+t85yO5LJhPp6uv50VJ5Q+itQPIRS9EVZXiRCWro7QRtIrs5w1Ec2e8USkQd2oMky23s46tSb3Q1g2Nm90RhceBxL01ry45yIZOjSnzum0wB+H6sd40DHWKjh1dbrdo5+KROxBjy7q6VKdbrl8zbjeNcKaMpXUO9PRFqk3mdFSm69TDrHbbiJtRtSY482p3Di9zGI6+6LTRPcjPomcaNixyYEthcVnG2d9iO/F3rkcbXDT8erYKOWcln/BNLuPVI6ooXScu2Ey6wKQz85pnA7p17tyxGeZeSwDIwjLOgnJY06Ghl2PqwZTHK2j2G1trCL9eCMDu49UjqggJ06X3TZP49az2yRivjf5Ff3c9fBZyzGcia0FnHMS1DVUM6aUjnRSTCo6qHTrjsveJum0i1SO2CPdQM3kHHQVa1L57Eq7e1be8n68GBFuyXCHd94zhMBK65h8RSciZkr1zHdH75B6Un5JSAuemJaFL+u0jVSO2MF8NoJaFU5Ip6WPLWdX/pMiy1NXjPiYTrsMKzptOLzvCkoRhuq+si3TDlc3WYbG2YsRF9FLp40IVZ1OymR8L1tXl8rZtyOuwVh/18R1fKjOUf3oHq59GB4juV36/bqWRzxicHL6auFUNs6eR1xI2OEyMti85d1fR/3oPTaN85FYdQduT0ZSc+w+nJrG2fOI6xm7FXG/SOLhZ+fLMd2+/eoXicwnmz4AAAAAwBcAP/gU8IPPAT/4FPCDM/CDTwE/+DTwg88BP/gcFT+Yz5p6/+R9P1i4OgrfHv2kH+yOGGvJ+34w19x17nEf6Vf84JCjv+i3/WDPNO8j7Ufs+EN+sMsm/PK+H+wUEveRfsUPJrlXve0Hy2yH/KQfPFY3Qi/4wbLuGv2IH1yX6QU/+D2Zvt0PDl53pX887wd76eXdJ5Uf8YNNfd/8gh8sUtDGiEfAD34O+MHngB8MAAAAgD9EP+/1p/3gft7rb/vB/bzXn/aD+3mvf9wP7ue9/rYf3M97/XU/ePVe86OX/qtsHf21p7zX7Ae7OIundmM0O4Ev+ME+Ek1fFryWU0ey97o8epn9NfKk95r94OipxaDBCWTkRT842n/DGzl1JHmv66OXkeDfbbxXlzc7XGKK3iRXA44wf3jjB5cVd5iTp4h0n1NZcZ8le69k8wiYFOHb1I33asbpcAazH+wRy58amHgLbfzgsuIe5KTmMatQy6msuI9Seq+rTq4HzCHT0nvlihzpVPrByuafGNXhQu/84LLi2jlRarMI1ZzioM9vzTfea3nfuU8Z/oJ23uuBTqUfvMrkf5nC8rD3g0Xzj1s2OblxS7XUcyoq7mM+Z+m9Fjop6cs7aFJ6rwc6bfzgQiYesg8/bv3gjZStnGRYKdlhTkXFXeQHp0cv3YyzkcixNt+nVhjpegYRQ3DdXDAzVfbNbZlKuFbu33CcU1lxV5AfvXQ5iSn3gh2ndBpDoCG6bjb1py3nZPLCxGpp5lRW3LUY3V5ln1tZ2q5brrj3c1oq7nKG5kzzVCdnaW9rxicjtXNaKg4AAECCd/sUPnTb6/XLqR/QCQAA/jbo4+eATgAAAP4HsN6dAzoBAAAAAAAAAAAAAACu5x9E6TAMEYJzsAAAAABJRU5ErkJggg==)

The sum of each ith row is, by definition, the dot product of **Θ** and **xi**. Thus, by calculating the sum of each row, we can get a vector like this:

**1>, 2>, 3>, … n>**

The calculation above is handled in R by the **rowSums(theta\_x\_prod)** code above.

Next, we plug the **dotprod** result into our formula to calculate the denominator. We then use the familiar transpose / replicate idea to create a matrix where each jth row will be used in updating Θj.

denominator <- 1 + exp(-y \* dotprod)

# cast the denominator as a matrix

denominator <- t(replicate(d,denominator))

**Step 3) Finishing the update formula**

The last line of code in the function for updating theta is finishing the rest of the formula:

# final step, get new theta result based off update formula

theta\_arg <- theta\_arg - alpha \* rowSums(numerator / denominator)

**Finally…putting it all together**

The next function we need will essentially call our update\_theta function above until either the change in the updated versus previous theta value is below a threshold, or a maximum number of iterations has been reached.

# wrapper around update\_theta to iteratively update theta until the maximum number of iterations is reached

get\_final\_theta <- function(theta,x,y,threshold,alpha=0.9,max\_iter = 100)

{

n <- ncol(x)

d <- length(theta)

first\_iteration <- TRUE

total\_iterations <- 0

# while the number of iterations is below the input max allowable,

# update theta via gradient descent

new\_theta <- theta

while(total\_iterations <= max\_iter)

{

first\_iteration <- FALSE

# create copy of theta for comparison between new and old

old\_theta <- new\_theta

new\_theta <- update\_theta(new\_theta,n,x,y,d,alpha)

diff\_theta <- sqrt(sum((new\_theta - old\_theta)\*\*2))

if(diff\_theta < threshold) {break}

# index the iteration number

total\_iterations <- total\_iterations + 1

}

# return the train theta parameter

return(new\_theta)

}

Lastly, we write a simple function to calculate the predicted probability from the logistic regression model given a final theta vector:

![logistic regression probability formula](data:image/png;base64,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)

# wrapper around the gradient descent algorithm implemented in the two functions above

# ~ outputs logistic regression results

lr <- function(x, y, theta\_arg)

{

result <- sapply(1:ncol(x\_arg) , function(index) 1 / (1 + exp(sum(theta\_arg \* x\_arg[,index]))))

return(result)

}

Now, if we want to use our code to train a logistic regression model, we can do it like below, using a randomized dataset as an example.

# create initial values for theta

theta <- rep(0.5, 100)

# initialize other needed parameters

alpha <- 0.9

threshold <- 1

max\_iter <- 100

# generate random matrix of predictors

train\_x <- lapply(1:100, function(elt) sample(1:10000, 100, replace = TRUE))

train\_x <- Reduce(cbind, x)

# set seed for reproducibility

set.seed(2000)

# generate random labels

train\_y <- sample(c(1, -1), 100, replace = TRUE)

# get trained theta

train\_theta\_result <- get\_final\_theta(theta, train\_x , y, 1, .9, max\_iterations = 100)

# run trained model on dataset

train\_result\_predictions <- lr(train\_x, train\_theta\_result)

Then, if we want to use the trained logistic regression model on a new test data, we can use the **train\_theta\_result** vector above.

# set seed for reproducibility

set.seed(1234)

# generate randomized test dataset

test\_x <- lapply(1:100, function(elt) sample(1:10000, 100, replace = TRUE))

test\_x <- Reduce(cbind, x)

# get predictions on test dataset

test\_result\_predictions <- lr(test\_x, train\_theta\_result)